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Abstract
Non-conventional weapons, specifically, Chemical, Biological, Radiological and 
Nuclear (CBRN), pose threats to civilian safety, national security, and environmental 
sustainability. These threats are amplified by the use of emerging technologies such as 
Large Language Models, 3D printing, and drones, which can make the development and 
deployment of CBRN weapons easier and the implementation of countermeasures more 
challenging. This brief discusses emerging CBRN threats, focusing on the challenges 
posed by new technologies, and offers recommendations to mitigate such risks, including 
domestic regulation and global collaboration.
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The threat of Chemical, Biological, Radiological and Nuclear 
(CBRN) terrorism gained global attention in the late 20th-century 
as non-state actors began to explore its potential. One of the 
most notable incidents in the use of chemical weapons occurred 
in 1995, when the Japanese cult Aum Shinrikyo carried out a 

sarin gas attack on Tokyo’s subway system1 that killed 13 people and injured 
thousands. Such incidents highlight the vulnerability of civilians to chemical 
terrorism and demand the attention of stakeholders.2 

In 2001, the biological agent anthrax was used to lace letters mailed to various 
media outlets and government offices.3 These attacks, occurring shortly 
after 9/11, intensified global fears about non-state actors acquiring and using 
biological agents. Although the attacks were limited in scope, they showed how 
biological materials could be weaponised and used to cause widespread fear.

The threats posed by CBRN materials persist, with CBRN threats being used as 
tools for strategy, deterrence, and conflict. For instance, in the Russian-Ukraine 
war, Russia has made repeated threats to use nuclear weapons, particularly 
to deter NATO intervention.4 More recently, non-state organisations like 
the Islamic State (IS) and Al-Qaeda have expressed their interest in CBRN 
capabilities.a,5,6 

CBRN threats are also frequently used in high-conflict spaces. The collapse of 
state control in certain regions has exacerbated concerns that chemical weapons 
might fall into the hands of terrorists. In Syria, both the state and Daesh have 
used chemical weapons, including sarin and chlorine.7

a	 The	sentiment	was	shared	by	stakeholders	interviewed	by	the	author,	including	Col	(Dr)	Ram	Athavale,	
(Retd),	expert	in	CBRN	security.
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CBRN threats are not as direct as the use of conventional weapons. 
That the materials can be used without a ‘launch’ or a ‘trigger’ 
and are easily accessible add to the threat dynamics. They are also 
distinct from conventional terrorism because of their potential 
to cause large-scale destruction, long-term health effects, and 

environmental damage. These weapons also have a psychological impact, 
fostering fear, uncertainty, and panic. Therefore, CBRN threats are often 
referred to as low-probability, high-impact threats. They can manifest in three 
ways:

•	 A direct CBRN attack on people or the environment

•	 An explosive or cyberattack on critical infrastructure or supply chains that 
may host CBRN materials

•	 A natural disaster or act of negligence that may result in a leak of CBRN 
materials

Compounding the concerns are emerging technologies and their disruptive 
capacity; what were previously low-probability threats have become easier to 
access, develop, and deploy. This shift necessitates a re-evaluation and adaption 
of security measures to effectively address the risks posed by these new 
technologies. Emerging technologies impact two variables in the equation of 
CBRN threats: knowledge and development, such as through Large Language 
Models (LLMs), additive manufacturing, and development of agents using 
technologies such as CRISPR; and delivery systems, primarily through drones.
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Table 1: Emerging Technologies and 
Their Impact on CBRN Security

Emerging 
Technology

Nuclear 
Security

Radiological 
Security

Biological 
Security

Chemical 
Security

Knowledge and Development
LLMs and 
Artificial 
Intelligence 
(AI)

AI could 
optimise 
nuclear threat 
detection, 
help target 
nuclear sites, 
and enable the 
development 
of nuclear 
weaponry.

Could provide 
knowledge on 
radiological 
dispersal 
devices and 
improvised 
radiological 
bombs.

LLMs and AI 
can facilitate 
the design 
of biological 
agents, 
including 
viruses, 
bacteria, and 
toxins.

LLMs can 
generate 
chemical 
agents’ 
structural 
analogues, 
aiding in the 
production 
of toxic 
substances 
(e.g., VX 
nerve agent).

3D Printing Can produce 
components 
for nuclear 
weapons 
or delivery 
systems, 
though highly 
regulated.

Can be used 
to create 
radiological 
dispersal 
devices or other 
components of 
a dirty bomb.

Can 
manufacture 
parts for 
biological 
agent delivery 
systems or 
biological 
weapons.

Can be used to 
create devices 
for chemical 
dispersal 
or delivery 
systems.

Synthetic 
Biology (e.g., 
CRISPR)

It has no 
direct impact 
on nuclear 
security.

It has no direct 
impact on 
radiological 
security.

CRISPR can 
be used to 
engineer 
pathogens, 
making them 
more virulent 
or resistant to 
treatments, 
raising the 
threat of 
biological 
warfare.

CRISPR 
could assist 
in modifying 
organisms 
to produce 
bio-chemical 
toxins. 
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Emerging 
Technology

Nuclear 
Security

Radiological 
Security

Biological 
Security

Chemical 
Security

Cyber 
Technologies

Cyberattacks 
could disrupt 
nuclear plant 
operations, 
potentially 
releasing 
nuclear 
materials.

Cyberattacks 
could 
compromise 
security at 
radiological 
sites, allowing 
access to or 
releasing 
radioactive 
materials.

Cyberattacks 
could target 
labs or 
production 
facilities, 
releasing 
or altering 
biological 
agents.

Cyberattacks 
could turn 
off chemical 
containment 
systems, 
leading to the 
release of toxic 
substances or 
disrupting 
monitoring 
systems.

Delivery Systems

Uncrewed 
Aerial and 
Ground 
Vehicles 
(Drones)

Drones could 
be adapted to 
deliver nuclear 
payloads or to 
bypass security 
at nuclear 
plants.

Drones can be 
used to deliver 
radiological 
dispersal 
devices or 
conduct 
surveillance 
on radiological 
sites.

Drones 
can deliver 
biological 
agents, 
bypassing 
security 
to release 
pathogens 
in populated 
areas.

Drones could 
carry chemical 
agents for 
precise, 
widespread 
delivery in a 
CBRN attack.

Source: Author’s own, based on interviews with stakeholders. 

Knowledge and Development 

LLMs and the Democratisation of Knowledge and Accessibility

A primary concern around the use of emerging technologies is the increased 
accessibility that they allow to information and materials that can enable 
CBRN attacks. Recent developments in LLMs have complicated the landscape 
of CBRN terrorism. LLMs provide easy access to otherwise publicly available 
but hard-to-find information, effectively democratising scientific knowledge. 
This enables terrorists to bypass conventional intermediaries or online groups 
and directly obtain the instructions that they need for the production of CBRN 
weapons.8 Although no agency has yet announced the development of new bio-
agents or chemical compounds through the use of AI for warfare, the risk they 
pose remains urgent.9
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For example, Chemical Language Models (CLMs) can generate molecules 
with targeted properties.10 Experiments have demonstrated that LLMs have 
been validated to work with datasets that are assembled from toxic substances 
such that they design structural analogues for highly reactive members of such 
agents—for example, torture agents like the VXb nerve agent as weaponised by 
doomsday cults like Aum Shinrikyo.11 If known, a future terrorist or cell could 
easily manufacture more sophisticated chemical agents. 

LLMs have already been shown to aid in the biological warfare design of 
biological agents. LLMs can also provide an audience with little expertise 
fundamental details about laboratory devices, DNA sequences, and reverse 
genetics on influenza viruses.12 Moreover, models such as ProtGPT2 and 
ProGen,c used for protein design, could be used to alter the protein structures 
of toxins such as ricin, thus providing future agents with formulations that 
escape detection and might constitute a grave threat.13 

3D Printing

While commonly accessible materials are a greater risk, even parts of devices 
that were previously behind heavy barriers are more easily accessible. The 
protection levels associated with CBRN materials, including complex supply 
chains, are being overcome through the use of additive manufacturing (more 
commonly known as 3D printing).14 Additive manufacturing has made it easier 
for non-authorised parties to independently manufacture components such as 
detonators or dispersal devices for chemical and radiological weapons.15 The 
use of 3D printing weapons is not uncommon and has been seen in many non-
state actors. Even larger groups like Al-Shabaab have been reported to use 3D 
printing to manufacture weapons and explosives.16 

Large-scale CBRN attacks using 3D-printed components are yet to be 
recorded; however, terrorists have expressed an interest in using other forms 
of 3D-printing technology in their armaments.d,17 As terrorist groups begin to 
use weapons such as 3D-printed firearms or explosive devices, they will likely 
make the leap to target CBRN delivery systems. 

b	 Short	for	venomous	agent	X—a	nerve	agent	more	toxic	than	sarin.

c	 LLMs	that	are	used	to	study	the	protein	breakdowns	of	biological	and	chemical	agents.

d	 Many	individual	and	non-state	actors,	globally,	have	used	3D	printing	to	manufacture	weapons.	While	
they	have	not	been	used	to	print	WMD	weapons	so	far,	experts	are	concerned	on	the	inaibility	to	detect	
3D	printed	weapons	that	are	usually	made	of	plastic	and	lighter	than	metal,	or	undetectable	by	metal	
detectors.
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3D printing, through computer-aided design, could equip terrorists to respond 
to the challenges posed by CBRN. 3D-printing technologies allow the designer 
or creator to rework the designs, use different versions, and innovate to produce 
weapons components. The open-source publication of this technical knowledge 
has further democratised technologies, allowing small, motivated groups that 
never had the infrastructure and expertise for CBRN operations to become 
capable developing and deploying these technologies. This democratisation of 
weapon-making tools raises the alarm for future CBRN incidents.18 

Advancements in Toxin and Explosive Development

The development of new biological and chemical toxins is increasingly becoming 
a concern with the use of AI. Besides AI, synthetic biology, particularly the 
gene-editing technology CRISPR, has implications for the future of biological 
warfare. CRISPR, which is used to help address drug resistance in viruses, can 
also assist in making viruses more virulent and resistant to treatment.19 This 
has raised concerns about malicious actors being able to engineer pathogens 
virulent enough to bypass vaccines. 

Since biological attacks are difficult to attribute, this increases concerns about 
their potency, the ability to curb it in time based on response methods, and to 
limit the spread of such an attack into a more serious outbreak. The Cologne 
ricin plot of 2018 illustrates this point. The attacker, guided solely by online 
tutorials, was able to acquire and weaponise ricin, a highly toxic biological 
agent, with the aim of poisoning “unbelievers” in Germany.20 They accessed the 
instructional materials that were distributed through Telegram—a platform 
commonly used by extremists for secure communication.21 

Delivery Systems

Drone Technology 

Drones are now easily accessible; even drones originally meant to be sold 
as toys can be enhanced to act as long-range delivery systems. Such drones, 
whether adapted or engineered, offer terrorists the ability to bypass traditional 
security measures. Groups like Al-Qaeda have already considered using drones 
for CBRN-based attacks, as seen in the thwarted plot in Iraq in 2013, where 
drones were planned to be used to disperse sarin gas and mustard agents.22

Equipped with sophisticated navigation systems and capable of carrying 
payloads, drones could target vulnerable populations or even critical 
infrastructure such as nuclear reactors or chemical plants.23 This development 
complicates traditional counterterrorism measures, as stopping a drone-
based CBRN attack requires a different set of security protocols such as drone 
detection and neutralisation systems.
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An example of this is seen in the use of drones by the IS. The IS has allegedly 
carried out multiple chemical attacks, particularly involving the use of chlorine 
and mustard gas, in Iraq and Syria.24 While these chemical weapons were often 
deployed through traditional means such as mortars or improvised explosive 
devices (IEDs), the group has also demonstrated an interest in using drones 
as a delivery platform for CBRN agents.25 To this end, the IS had repurposed 
commercially available drones, which were initially intended for surveillance 
or bombings, to drop chemical agents on their enemies. Although these efforts 
were experimental, they highlight the potential use of drones even by non-state 
actors. 

Sophisticated Targeting and Automation

AI and automation add another layer to the discernment of the delivery 
mechanisms for CBRN terrorism. AI can enhance the precision of attacks, 
enabling terrorists to target critical infrastructure, government facilities, or 
densely populated areas with greater accuracy. Through machine learning, AI 
systems can analyse vast amounts of data, identify vulnerabilities in defence 
systems, and optimise the delivery of CBRN agents to maximise casualties or 
disruption.26

AI could also help automate various stages of an attack, reducing the need 
for direct human involvement. For instance, an AI-enabled drone swarm 
could be programmed to release chemical or biological agents in multiple 
locations, making it harder for security forces to intercept or contain the attack. 
Moreover, AI-driven cyberattacks could sabotage critical infrastructure during 
a biological attack, overwhelm response efforts, and exacerbate the damage 
caused by the initial incident.27
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State-sponsored CBRN attacks also hint at how more elaborate 
technologies can be deployed in terrorist activity. One such case is the 
2018 Novichok poisoning of Sergei Skripal, where a Russian nerve 
agent was used in what was ultimately an attempted assassination.28 
Novichok is Russian Cold War-era poison and is an indicator of how 

sophisticated chemical agents can be leveraged to perform a targeted attack. 

Although the Novichok chemical agent was activated by a state, its application 
within a civilian context raised alarms about the means by which non-state 
actors and criminal organisations can use advanced technology and chemical 
agents to harm a large general population. This also emphasises the difficulty 
of sensing and reacting to chemical weapons in heavily populated areas, where 
the initial identification of the agent is crucial yet often delayed. 

Another critical case was the 2006 poisoning of former FSB agente 
Alexander Litvinenko, who was administered a lethal dose of polonium-210, a 
radioactive substance, in what ultimately became a high-profile assassination.29  
Polonium-210 is a rare and highly dangerous isotope, and this case highlights 
how radioactive materials can be used for targeted attacks, raising concerns 
about the potential for nuclear or radiological weapons to be deployed covertly.30 

The dual use of conceiving and developing emerging technologies poses 
complications in controlling and overseeing the adoption of such technologies. 
This is because most of the technologies that can be weaponised for a CBRN 
terrorist attack have simultaneous civilian purposes.f,31 Therefore, stringent 
regulations would risk disrupting the progress of even benign endeavours. 
This inability to regulate only the malicious use of technologies without 
impacting the intended use and innovation are further exacerbated by the fact 
that emerging technologies are global in their scale. The easy availability of 
many technological parts and even know-how across borders makes it arduous, 
if not impossible, for any state to police or even imply restrictions on the said 
parts and know-how. While inter-state collaborations are necessary to create 
workable regulation systems, the differences in countries’ laws and regimes 
may obstruct the possibility of creating a standard system.

e	 Federal	Security	Service	of	the	Russian	Federation

f	 CBRN	technologies	themselves	are	dual	use;	CRISPR	 is	used	for	 improving	human	health	and	can	be	
used	for	increasing	virulence	in	biological	threatening	agents;	chemicals	such	as	chlorine	are	listed	as	
highly	toxic	but	used	in	many	industrial	applications;	radiological	materials	have	applications	in	hospital	
equipment.	Similarly,	technologies	such	as	AI	are	used	to	increase	the	accessibility	of	data	or	analyse	
data	rapidly;	drones	are	sold	as	toys	and	tools	in	photography.
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The dual-use nature of emerging technologies has had an inadvertent impact 
on CBRN threats. These innovations can potentially enhance the capabilities 
of terrorist organisations, non-state actors, and non-authorised groups to 
complicate traditional security frameworks, resulting in gaps in preparedness 
and response systems. Existing security structures may need help to adapt to 
these technological advancements.

Lack of Regulation and the Oversight of Emerging Technologies

A pressing challenge is the lack of adequate regulation and oversight 
surrounding emerging technologies that can be exploited for CBRN purposes. 
Technologies such as synthetic biology, drone systems, and 3D printing are 
primarily developed for legitimate commercial or research applications. 
However, their dual-use nature means that malicious actors can repurpose 
them for CBRN attacks.

Synthetic Biology and Toxin Development

The threat is particularly severe for synthetic biology. CRISPR-like technologies 
are advancing much faster than regulatory frameworks can keep up.32 Most 
countries still need to establish rigorous mechanisms for controlling the tools 
in gene editing, enabling relative ease of access for individuals who have only 
average biological knowledge. Additionally, many biological research tools 
are shared openly in the scientific community, creating opportunities for 
biosecurity vulnerabilities.33

The lack of global governance means that terrorist groups or lone actors can 
exploit the technology to create biological weapons, evade detection systems, 
or engineer pathogens that are resistant to vaccines or treatments. Current 
biosafety frameworks have been found to be insufficient in monitoring these 
technologies due to the latter’s increasing capacity and use.

In one reported instance, an anthrax outbreak in parts of Kenya in 2016 led 
to deaths among livestock, and affected a number of people too.g,34 The Kenyan 
government and intelligence services suspected a link between the outbreak 
and terrorist activities, potentially by groups like Al-Shabaabh or Islamic State 
(IS).35 Reports claimed that Al-Shabaab might have been implicated in the 
use of anthrax as a form of biological warfare. However, there was little proof 
to support the accusations besides the Kenyan government’s speculation that 

g	 Anthrax	is	caused	by	the	bacterium	Bacillus	anthracis,	which	can	be	fatal	to	both	humans	and	animals.	
The	disease	typically	spreads	directly	from	infected	animals	to	uninfected	animals	through	contact	with	
contaminated	animal	products.

h	 An	Islamist	terrorist	group	in	east	Africa	and	Somalia.
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the territory was a potential arena for IS-supported actions, given the larger 
involvement of IS in some areas of East Africa and the Horn of Africa. Kenyan 
authorities and international health organisations like the World Health 
Organization (WHO) conducted investigations into the outbreak. However, 
concrete evidence of IS involvement was never publicly presented.i One of 
the challenges in this case was the difficulty in determining the exact source 
of the anthrax, specifically whether it was naturally occurring in livestock or 
intentionally introduced as part of a terrorist plot. 

Drones 

Though many countries have started implementing drone regulations, from 
determining sizes that need to be registered to restrictions on the depth under 
which they can operate, effective enforcement remains an issue.36 The pace at 
which drone technology is evolving also presents a continued challenge.

Autonomous weapons systems, particularly drones, pose threats as they are 
less human controlled and risks associated with the identical targeted CBRN 
payloads are high; there is an urgent need for human interventions to regulate 
these systems properly.37 Existing automated weapons could introduce a range 
of complications regarding the loss of human control over critical decisions, 
with critical implications in applications of weapons of mass destruction. 
The delivery of CBRN agents by these systems would allow them to be used 
without proper verification or sanctioning, which could have catastrophic 
consequences.38 This also includes accidental use, miscalculation, or the hacking 
of systems. These factors necessitate resilient international regulation, ethical 
guidance, and transparency in monitoring systems to avert their misuse. The 
absence of regulation can lead to the unfettered proliferation of automated 
weapons that can be used to attack global stability and exacerbate the effects of 
warfare using weapons of mass destruction. 

Gaps in Detection and Response Systems

Cyberattacks in the CBRN context add another layer of complexity. For 
example, a cyberterrorist can disrupt the computer system that operates critical 
stations managing the storage or transport of hazardous materials to result 
in the release of these materials. Targeting emergency response systems in a 
coordinated manner could cause delays or the cessation of mitigation efforts 
during a CBRN event. The principles of anonymity in cyberattacks also impact 
taking responsibility, further complicating preventive measures and pass-
through efforts in case of the incidents.39

i	 The	example	was	also	shared	with	the	author	in	an	interview	with	Col	(Dr)	Ram	Athavale	(Retd),	CBRN	
Security	Expert.
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Synthetic biology, which enables the manipulation of genetic material to 
create or alter organisms, presents new challenges for detecting and preventing 
biological terrorism. Unlike conventional biological weapons that rely on 
naturally occurring pathogens, synthetic biology permits the design of entirely 
new or modified agents that could evade current detection systems’ sensitivity 
and specificity.40 Engineered pathogens would be capable of escaping vaccine 
treatments or surveillance systems, thus challenging containment measures 
against outbreaks as they occur. While highly sophisticated sensors and 
detection tools are available against agents like Bacillus anthracis or variola, 
these systems can only promise that they will be effective against genetically 
modified organisms or pathogens that produce slower evidence of disease. 
This presents a gap in the real-time and rapid containment and neutralisation 
of response systems for any bioterrorism CBRN event.41 

Chemical detection systems that correspond to known agents such as sarin, VX, 
or mustard gas also use new delivery methods. The use of micro-determined 
mechanisms for chemical agents, particularly in drones, complicates their 
detection and interception. Some classical defence systems, such as ground-
based sensors and manual monitoring, are not in a position to detect and 
neutralise chemical agents dispatched in drone swarms or automated systems 
in time to avert the full severity of the attack.42 

Detection systems can also be used to identify radiological bombs as having 
qualities that may cause panic and require the impacted area to be closed down 
as in the case of a nuclear attack. The use of dirty bombs with detection systems 
that may misread or misattribute the levels of concern—be it lowered concern 
in terms of biological or chemical release or increased concern with respect to a 
radiological bomb—highlights the need to improve current detection methods 
to ensure that they align with how information is shared with the public.43 

Insufficient Integration of AI and Data Analytics in CBRN Defence

Emerging technologies like AI and machine learning offer great potential 
for improving CBRN defence systems, but these technologies need to be fully 
integrated into current security frameworks. AI could enhance detection, 
surveillance, and response capabilities by analysing large volumes of data in 
real time, identifying patterns indicative of CBRN threats, and optimising 
response strategies.44

However, there is still a substantial gap between the potential of AI and its 
actual implementation in national security and critical infrastructures. Most 
CBRN defence systems rely on manual monitoring and threat assessment 
processes, are prone to human error, and responds slowly to rapidly evolving 
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situations. Adversaries are also leveraging AI and machine learning. Terrorist 
groups could use AI to automate attack planning, identify vulnerabilities in 
critical infrastructure, and deploy AI-powered drones in coordinated CBRN 
attacks. Therefore, security stakeholders need to prioritise adapting to and 
regulating these technologies.

Cybersecurity Gaps in CBRN Infrastructure

Another emerging concern in CBRN terrorism is the integration of cyber 
capabilities and AI into attack strategies. Terrorist groups could exploit 
vulnerabilities in critical infrastructure systems through cyberattacks to release 
CBRN materials. This could lead to widespread contamination without the 
need for direct human involvement, making it harder to trace the source of 
the attack.45

Machine Learning algorithms could also optimise the deployment of 
CBRN agents. For example, AI could identify weak points in infrastructure 
or determine the most effective timing and location for an attack. AI-driven 
drones or robots could also autonomously deliver CBRN agents, reducing the 
need for human involvement and increasing the likelihood of success.46 The 
growing accessibility of knowledge through AI models, online tutorials, and 
encrypted communication platforms makes it easier for terrorists to develop 
chemical and biological weapons. While technical limitations exist in mastering 
and weaponising CBRN materials, emerging technologies, including LLMs 
and online platforms, are closing these gaps. This necessitates a reassessment 
of global security measures to address the evolving threats posed by terrorists’ 
use of emerging technologies in CBRN terrorism.

Cyberattacks targeting these systems could result in the accidental release 
of CBRN agents or sabotage key safety protocols, as seen in the Stuxnet 
cyberattack, which targeted Iranian nuclear facilities in 2010.47 The attack 
caused disruptions by damaging centrifuges and delaying progress. It also 
exposed vulnerabilities in industrial control systems in Iran and other countries 
including India, spurring global investments in cybersecurity for critical 
infrastructure.48 While the cyberweapon was  attributed to a state-sponsored 
attack due to its complexity, it demonstrated the possibility of the cyber-sabotage 
of critical systems.49 Similar tactics could be adopted by terrorist groups aiming 
to release or weaponise CBRN materials. Current cybersecurity measures in 
many CBRN-related facilities often need to be updated or improved to protect 
against sophisticated cyber threats.
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In addition, cyberterrorists could hack into transportation systems or 
emergency response networks to delay or disrupt efforts to contain a CBRN 
incident. A coordinated cyberattack could amplify the impact of a physical 
CBRN attack, overwhelming response efforts and complicating efforts to 
mitigate the harm caused by the incident.50

Limited International Coordination and Information Sharing

CBRN preparedness requires coordinated international efforts, as the threats 
posed by these materials and emerging technologies are global. The lack of 
international coordination, information sharing, and cooperation among 
nations remains a severe barrier to effective CBRN defence. Many countries 
lack standardised protocols for sharing intelligence related to CBRN materials 
or emerging technology threats.51,52 This is particularly problematic given 
the rapid global dissemination of new technologies such as drones, synthetic 
biology tools, and 3D printing. Terrorist groups could exploit these gaps to 
obtain technologies from one country and launch an attack on another.

Moreover, the distribution of open-source scientific knowledge and the global 
character of research provides hostile actors with quick access to specific fields 
such as synthetic biology and chemical engineering. Unless coordinated efforts 
are made to monitor and control these developments, security agencies may 
have little insight into terrorist groups’ ability to launch CBRN attacks.

Given the gaps in CBRN preparedness, security frameworks need to evolve 
to ensure that they address increasing risks from emerging technologies. This 
entails the improved international regulation of dual-use technologies and 
detection systems as novel as synthetic biology, greater state integration of AI, 
and cybersecurity measures in national and global defence infrastructures. The 
cooperation and exchange of information between nations and the monitoring 
of technology defence should take precedence in shrinking the spectrum of 
CBRN terrorism. 
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The disruptive and dual-use nature of technology adds to 
CBRN threats at a global level. The first step to regulating and 
monitoring these would be to create technological safeguards, 
thereafter ensuring monitoring and regulation at a domestic 
level. The loop would then be closed through international 

accountability. 

Technological Safeguards

•	 Advances in AI and cybersecurity are increasingly, and necessarily, at 
the centre of CBRN terror-risk mitigation. Technology can contribute to 
the enhanced ability to detect CBRN threats at early stages and to adopt 
practical response approaches to curb the attacks. AI-based systems 
can enhance the capacity to identify suspicious behaviours that would 
indicate a CBRN attack being planned, including unusual chemical 
synthesis and illegal trading of radioactive materials. AI can also be 
used to improve public health responses by rapidly analysing large 
amounts of data to monitor disease outbreaks or exposure to toxicants.  
Simultaneously, cybersecurity practices must be enhanced to stop the 
hacking of systems that deal with hazardous substances or biological agents. 
Beyond applying AI for detection, governments and intergovernmental 
organisations should prioritise the development of further technology-
based countermeasures to prevent or reduce CBRN attacks. This includes 
the use of sophisticated diagnostic instruments to detect the availability 
of chemical or biological weapons in the event of a terrorist attack and 
the development and usage of decontamination technologies for civilians 
and first responders. This will also include protective equipment for CBRN 
response units that are enhanced with decontaminating materials and 
better detection systems. 

Recommendation

It is important to invest in AI-based monitoring systems for early detection 
and real-time response to CBRN attacks. Such systems could also be applied 
to monitor chemical and biological research facilities, anomalous patterns 
of chemical production, and online activities to predict terrorist activities 
at an early stage. Governments also need to collaborate with cybersecurity 
companies to protect critical infrastructure from cyberattacks whose goal is 
CBRN materials theft or modification.

•	 Restricting the development of technologies that have beneficial uses, 
such as gene editing or AI for healthcare, while preventing their potential 
misuse in CBRN weapons, creates an ethical dilemma: Limiting access to 
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these technologies will stifle innovation in fields with life-saving potential. 
This moral quandary for policymakers requires a more creative approach 
to regulating innovation. 

Recommendation

To address the ethical dilemma, an ethics committee must be instated to oversee 
technologies relevant to CBRN materials and threats and the explosives that 
may accompany them. Such an ethics committee must be established under the 
mandate of a National Security Strategy or a similar document. The committee 
should include national security officials and legal experts to ensure compliance 
with laws and regulations. Scientific and technical experts, including chemists, 
biologists, and cybersecurity specialists, are essential to assess the risks and 
potential misuse of CBRN technologies.  Additionally, human rights advocates 
and civil society members should be included to ensure that decisions respect 
fundamental rights and societal well-being. These bodies should assess the risks 
and benefits of new advancements in technology development, such as the limits 
of synthetic biology, AI, and nuclear technology, ensuring that safeguards are 
in place without stifling progress. Including private-sector partners in some of 
these boards will help address how technology can continue to prosper without 
pushing the limits of innovation to impact humanity negatively. 

Regulatory Challenges

•	 The regulation of dual-use technologies is challenging because it entails 
balancing tensions between two competing ends: facilitating the creation 
and proliferation of an enabling technology and limiting or stopping its 
proliferation for detrimental reasons. While countries might be under 
pressure to develop new technologies, these same technologies raise ethical 
and regulatory concerns when diverted for harmful purposes.

Recommendation

As technology applications themselves are difficult to monitor, governments 
must ensure that the materials required to create CBRN threats and 
the technology components accompanied are well monitored.  India, for 
example, must employ stricter export control laws to monitor dual-use 
technologies. India already has the SCOMET (Special Chemicals, Organisms, 
Materials, Equipment, and Technologies) declaration, which covers a list of 
materials and delivery systems that are highly monitored due to high risks, 
including drones, bacillus bacteria, and ricin.53 However, materials that 
are trafficked or 3D printed or chemicals that can be freely traded and 
used to develop dangerous explosives such as chlorine are still concerning.  
Ideally, imposing such laws must be done by using a two-faceted approach. The 
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first would be to include accountability for all critical technologies and their 
supply chains, as mandated by a national security document or the Ministry 
of Defence. The second would be incorporating supplier accountability in 
industry-specific regulations, focusing on operations and outcomes and the 
supply chain that precedes operations. To this end, technology components 
must be registered under the supplier. Suppliers for these critical technologies 
must also be regularly audited by a third-party auditor and held accountable 
for their products and parts. For example, an organisation that makes drones 
should have their products registered to prevent drone attacks and have 
a clear trail if their products are misused or components are adapted into 
weaponised versions of their product. The same holds for parts of the nuclear, 
chip, biotechnology, and chemical development supply chains. 

•	 Response norms and tactics need to be reassessed. The threat of CBRN 
materials is both underestimated and overdramatised. Efforts to ensure 
public awareness are minimal and mostly voluntary, and reporting methods 
are few. Further, information and misinformation control is dispersed, 
making India vulnerable to the spread of misinformation and resulting in 
mass panic, even if there is no attack. 

Recommendation

Few institutions, such as hospitals, have response mechanisms for chemical 
or nuclear exposure. Stakeholders such as doctors need to be trained in 
exposure treatments and waste disposal. Further, for doctors to be able to 
assess individuals, patients would need to report on symptoms. Therefore, 
public awareness is critical. The National Disaster Response Force (NDRF) 
has already created public awareness campaigns; however, these must also be 
disseminated in schools to ensure that everyone can access this knowledge.54 
Further, the national security strategy of India, or any other similar document, 
must highlight a minimum level of threat that requires sharing information of 
a possible attack with the public or with an international organisation. Both 
mechanisms would encourage accountability and ensure that a panic response 
is controlled if the threat turns out to be negligible. 

Global Partnerships and Intelligence Sharing

•	 Knowledge-sharing and coordinated actions are essential for 
countermeasures against CBRN terrorism. Terrorist networks are 
transnational in nature, and thus, it would be challenging for any one 
state to tackle a threat by itself. International cooperation enables the 
convergence of resources, competence, and information, which improves 
the prospects of detection and prevention of CBRN attacks. 
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Recommendation

Strengthen multilateral intelligence-sharing initiatives through international 
organisations, including INTERPOL, the United Nations Office on Drugs and 
Crime (UNODC), and regional security arrangements. This would require each 
government to establish a nodal committee under the Border Security Forces 
that will determine threat levels and share the information with international 
intelligence agencies, thus enhancing their role in developing secure, end-
to-end communication networks for the sharing of intelligence information 
regarding CBRN threats.

•	 International agreements such as the Biological Weapons Convention 
(BWC), the Chemical Weapons Convention (CWC), and the Treaty on the 
Non-Proliferation of Nuclear Weapons (NPT) have been critical instruments 
in efforts to contain the diffusion of CBRN agents.55,56,57 However, there is 
no treaty or international document in the area of radiological weapons 
and explosives.58 This increases the risk of using radiological devices, 
more commonly called “dirty bombs”, with other CBRN materials, such as 
exploding a dirty bomb in an industry laundry machine and exposing the 
area to aerosolised chlorine.j These agreements will need to adapt in order to 
remain meaningful in the face of new threats posed by non-state actors and 
terrorist groups. While most stakeholders are of the view that having specific 
technology bylines in these conventions may not have the desired impact, it is 
still essential to ensure that the technology does not go unmentioned.k 

Recommendation

A convention must be established to monitor the use of radiological weapons, 
especially with other CBRN materials, that pose higher risks as a weapon of 
mass destruction. Further, stakeholders, including India, must revitalise and 
enhance the BWC and the CWC to handle new threats such as genetically 
engineered agents and the illegal production of chemical weapons. Specifically, 
while the norms themselves do not need to be adjusted, regular meetings 
should be held under them that highlight relevant technologies and encourage 
cooperation between countries and international organisations such as 
INTERPOL. These measures can help address challenges, including the trade 
of non-authorised devices, components, and materials that can be weaponised. 
These discussions must also include private actors to enable the design of a 
monitoring framework that can prevent CBRN terrorism. This may include an 
enabling conversation about regulating dual-use technologies and exchanging 
effective biosecurity and chemical security practices. 

j	 The	example	was	shared	with	the	author	in	an	interview	by	Col	(Dr)	Ram	Athavale	(Retd).

k	 This	opinion	was	shared	with	the	author	 in	 interviews	with	Amb.	Rakesh	Sood,	Distinguished	Fellow,	
Observer	 Research	 Foundation,	 Lakshmy	 Ramakrishnan,	 Associate	 Fellow,	 Observer	 Research	
Foundation,	Col	(Dr)	Ram	Athavale	(Retd),	Meghna	Bal,	Director,	Esya	Centre,	and	Lt	Col	Akshat	Upadhya,	
Manohar	Parrikar	Indian	Defence	Studies	and	Analyses.
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The multi-faceted nature and changing landscape of CBRN 
threats necessitate a comprehensive strategy incorporating 
enhanced collaboration between nations, regulating dual-use 
products, and leveraging the power of emerging technologies 
in areas such as AI and cybersecurity to identify and respond to 

CBRN threats. 

India occupies a critical geographic location and geopolitical position. 
Therefore, while these threats impact the entire world, India must not wait for 
action from other states and should instead use its learnings from recorded 
incidents to enhance domestic law and international collaborations and secure 
the future of technological development without high risks. 

Adopting existing frameworks, advancing technology-based countermeasures, 
and building international collaborations will allow governments to prepare for 
and try to prevent CBRN terrorism more effectively. Tackling these challenges 
through sound policy actions can protect the civilian population, national 
security, and the environment from the destructive consequences of CBRN 
weapons development and use.

Shravishtha Ajaykumar is Associate Fellow, Centre for Security, Strategy and Technology, ORF.
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